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Mission

The mission of the Online Trust Coalition is to achieve and maintain trust in the cloud.

Through public-private collaboration, we are working on a uniform, standardized, and harmonized
approach, allowing providers to demonstrate reliability and enabling consumers to easily ascertain
the presence of reliability.

Strategy

We execute our mission by embedding Dutch solutions within the European policies regarding cloud
and cybersecurity. The Netherlands leverages its leadership in auditing, assurance, and accounting
traditions as part of this endeavor. The OTC opts for a broad multi-stakeholder approach, encourag-
ing coalition partners to actively engage with the action points and outcomes themselves. The OTC
doesn’t position itself as a formal advisory body but aims to create breakthroughs through the practi-
cal application of solutions and the exchange of facts, figures, and substantive arguments with all rel-
evant stakeholders in the Netherlands and the EU. The OTC also bears the responsibility of ensuring
that Dutch initiatives remain aligned with developments within the EU.

Legislative overview

This overview provides a general insight into current and future legislation of the European Union,
which prepares Europe for the digital future. The European approach, which aims to give Europe's
citizens, businesses and governments control over the digital transformation, is based on three pil-
lars, namely: technology that works for the people, a fair and competitive digital economy and an
open, democratic and sustainable society.

This legislative overview does not comprise all present and future legislation. The purpose of this
publication is to provide an overview those regulations that are currently the most relevant for or-
ganization’s digital compliance efforts. Completeness was not the objective of this publication. Fur-
thermore this publication was written from a Dutch perspective meaning that reference to national
implementing acts, supervisory authorities and examples relate to the Netherlands.

Disclaimer:

The reader of this legislative overview cannot derive any rights from the information provided
herein. It is not a complete overview, but serves as a guideline for cloud service providers, users of
cloud services and supervisory authorities dealing with various European legislation. It is important
to note that only a limited selection of relevant legislation is shown and that there are many sector-
specific and/or service-specific European laws that are not included. Moreover, this overview focuses
on certain aspects of the legislation, without being fully exhaustive on the topics covered. Parts of
this legislative overview may be subject to change, therefore this overview is updated from time to
time. Always consult the most recent version.

Colophon:

All content is the property of Online Trust Coalition or its licensors. None of this content may be re-
produced, distributed, or used without the express written permission of Online Trust Coalition. For
requests to use the content, please contact Online Trust Coalition via info@onlinetrustcoalitie.nl.
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European Legislation in the IT Sector

In the rapidly evolving world of information technology (IT), European legislation is crucial to keep
pace with technological advancements and ensure the protection of individuals’ rights. Currently,
there is a multitude of European legislation in this field, with ongoing development to meet the con-
tinuously changing needs of society.

The process of creating European legislation involves several key steps:

Proposal Phase: Typically initiated by the European Commission, the executive branch of the
European Union, this process begins with a proposal. The proposal can originate from vari-
ous sources, including requests from member states, interest groups, or the Commission’s
own priorities.

Assessment and Amendment: The proposal undergoes assessment and amendments by
both the European Parliament and the Council of the European Union. During this phase,
trilogue negotiations occur—an informal process where compromises are reached on spe-
cific aspects of the legislative proposal. This allows the institutions to achieve consensus be-
fore adopting a final version of the legislation.

Approval: Once agreement is reached between the European Parliament and the Council of
the European Union, the law is adopted. Depending on the type of legislation, it may be
adopted by qualified majority, unanimity, or, in some cases, with the consent of all member
states.

Implementation in Member States (with Comitology): After approval, member states must
implement the legislation into their national legal systems. During this process, the European
Commission may utilize committees of representatives from member states—such as man-
agement committees and regulatory committees—to assist with specific tasks and ensure
consistent application and enforcement of the legislation across all member states.

The impact of different European legislation varies depending on its type:

Regulations: Regulations have direct effect in all member states without requiring national
implementation. They automatically and immediately apply within the national legal frame-
works of all member states, ensuring uniformity across the EU.

Directives: Directives, on the other hand, require national implementation. Each member
state must adopt national legislation to meet the objectives of the directives, but they have
the freedom to choose specific means and methods to achieve these goals. As a result, im-
plementation may vary slightly among member states, leading to differences in national laws
and practices.

Recommendations: Although non-binding, recommendations serve as instruments for the
EU to provide guidance to member states on specific issues. They do not have direct legal
consequences but can inform national policy-making and practices.
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Source
Name http://data.europa.eu/eli/reg/2022/2065/0j
DSA

Digital Services Act (Regulation)

Target group

Providers of intermediary services (online intermediaries), being mere conduit, caching, and hosting
services. Think of internet access providers, cloud service providers, online platforms where users
exchange information (social media), online trading platforms where supply and demand are brought
together (Marktplaats, Bol.com) and online search engines (Google, Bing).

Not all provisions of the DSA apply to all of the above-mentioned providers.

Applicable from

The DSA has been implemented in stages. Since August 25, 2023, stricter obligations apply to the 19
largest platforms and search engines (with an average of more than 45 million active users per month in
the EU).

Since February 17, 2024, the DSA applies to all intermediary services, regardless of their size.

Impact

The DSA clarifies liability rules and introduces due diligence obligations for online intermediaries. It
involves an asymmetric package of obligations: there are general rules and specific rules for, for
example, online platforms that bring together consumers and traders. The greater the impact a party
can have as an intermediary service on consumers and society, the larger and heavier the obligations
that must be met.

According to the DSA, certain online intermediaries must tackle illegal content and online
disinformation in a targeted manner, possibly adjust content recommendation systems, arrange
organizational matters (such as responding to and communicating about illegal content), comply with
reporting and information obligations (such as annually assessing the risks of harmful online practices
on their services), provide information on specific topics and procedures in the terms and conditions,
introduce contact points for authorities and consumers.

Supervision and enforcement (NL and EU)

The European Commission will, in cooperation with national authorities, coordinate the enforcement of
legislation, with special attention to compliance by online platforms within their respective jurisdictions.
The Commission will primarily be responsible for overseeing and enforcing additional obligations for
very large online platforms and search engines. These obligations include, among others, measures to
mitigate systemic risks. In the Netherlands, the Authority for Consumers and Markets (ACM) and the
Dutch Data Protection Authority (AP) will supervise the DSA.

Member States must ensure that the sanctions for non-compliance with the regulation do not exceed
6% of the annual income or turnover of intermediary service providers, while sanctions for providing
incorrect information, not responding to corrections or on-site inspections may not exceed 1% of the
annual income or turnover of the service provider concerned.

Interfaces with other legislation

The DSA regulates how online intermediaries should handle reports of allegedly illegal information
within their services. For online trading platforms, where supply and demand come together, design
requirements apply. The DSA therefore has interfaces with the obligation of hosting services to remove
content related to sexual abuse of children and/or of a terrorist nature ((EU) 2021/784 and (EU)
2022/209) and the design requirements that specifically apply to online marketplaces (DIRECTIVE
2011/83/EU).
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Source
Name http://data.europa.eu/eli/reg/2022/1925/0j
DMA

Digital Markets Act (Regulation)

Target group

Gatekeepers providing core platform services. A platform falls under the DMA as a gatekeeper if it
provides the same core platform service in at least 3 EU member states and has achieved an annual
turnover of € 7.5 billion in the EU in the last 3 years or if it has a market value of at least € 75 billion in
the previous year. Such a platform must also have at least 45 million active end users and at least 10,000
business users established in the EU for 3 years.

As of September 6, 2023, 6 gatekeepers and 22 of their services have been designated: Alphabet (with
services such as Google Search and YouTube), Amazon, Apple (including the App Store), ByteDance
(TikTok), Meta (including Facebook and WhatsApp), and Microsoft (including Windows and LinkedIn).

Applicable from
The DMA entered into force on November 1, 2022. As of May 2, 2023, the DMA is also actually
applicable.

Impact

The DMA contains additional competition rules for a limited number of online platforms that have a
very large market share. These platforms have such a position that they effectively function as
'gatekeepers' for the internet: as an entrepreneur, you can hardly avoid these platforms. For the
gatekeepers, additional rules apply to ensure fair access to and use of their services. Some examples of
what gatekeepers must do: offer fair conditions to entrepreneurs when they offer apps in the platform's
app store, give entrepreneurs free access to their own data (including customer data) upon request,
give entrepreneurs access to data on how well their advertisements perform on the platform, ensure
that apps and payment services of entrepreneurs can connect to (be interoperable with) the
gatekeeper's operating system and hardware.

Some examples of what gatekeepers are not allowed to do: prohibit entrepreneurs from offering
products or services on their own website or another platform at a lower price or with better conditions
(this is also called a parity clause), favor their own products and services or treat them better than
comparable products or services from entrepreneurs in the search results, require entrepreneurs to use
certain additional services (such as using the gatekeeper's payment service for in-app purchases), use
data that the platform collects from entrepreneurs with one service in competition with that
entrepreneur in another service (for example in digital advertising), prevent entrepreneurs from
communicating with customers and offering subscriptions outside the app store.

Supervision and enforcement (NL and EU)

The Commission has the primary role in enforcing the DMA. In addition to conducting market research,
the European Commission also gets various investigative powers, such as requesting information and
carrying out inspections. Furthermore, the Commission can take interim measures and, after presenting
preliminary findings, impose both behavioral measures and substantial fines and periodic penalty
payments for violations of the DMA. These fines can amount to 10% of global turnover, and even more
than 20% for repeat offenders. For repeated violations within eight years, the Commission can also
impose structural measures after market research, such as temporary bans on new mergers.
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National authorities have a supporting role in monitoring compliance with the DMA. In the Netherlands,
the Authority for Consumers and Markets ("ACM") has been designated as the national authority. The
ACM has various supervisory powers and can conduct independent investigations, but ultimately
reports to the Commission. Only the Commission can then initiate an enforcement procedure.

Interfaces with other legislation
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Source
Name http://data.europa.eu/eli/dir/2022/2555/0j
NIS2

Network and Information Security
Directive Il (Directive)

Target group

Important and essential entities active in highly critical sectors or other critical sectors.

According to NIS2, the following sectors fall under "Sectors of high criticality": energy; transport;
banking; financial market infrastructures; health; digital infrastructure; drinking water; waste water;
digital infrastructure; ICT service management (business-to-business); public administration and space.
"Other critical sectors" are: postal and courier services; waste management; manufacture, production
and distribution of chemicals; production, processing and distribution of food; manufacturing; digital
providers and research.

An entity is considered important when it:

¢ |s active in a highly critical sector and is a "medium-sized" organization of 50 — 249 persons with an
annual turnover of €10 million to €50 million or a balance sheet total of €10 - €43 million.

or

¢ |Is active in a sector mentioned in another critical sector; and is a "large" or "medium-sized"
organization based on the above-mentioned criteria.

An entity is considered essential when it:

e Is active in a highly critical sector; and is a "large" organization of 250 persons or more, or has an
annual turnover of more than €50 million and a balance sheet total above €43 million.

Furthermore, parties can also be essential if they are designated on other grounds.

Applicable from

NIS2 is applicable from January 16, 2023. European Member States have until October 17, 2024 to align
their national laws and regulations with the directive. The current Wbni and the Bbni are currently in
force. The current Wbni and Bbni will expire once the Cybersecurity Act comes into force. The
government has announced that they will not meet the official deadline. Therefore, it is expected that
organizations must comply with the implemented law by early 2025.

Impact

NIS2 imposes, among others, the following obligations:

- Registration obligation: entities must register with the competent authority, including Chamber of
Commerce details and IP addresses.

- Reporting obligation: Companies and government organizations falling under NIS2 must report
incidents that can cause significant disruption of essential services to the supervisory authority within
24 hours. In addition, cyber incidents must be reported to the Computer Security Incident Response
Team (CSIRT), which can then provide support. Factors that make an incident reportable include the
number of affected persons, the duration of the disruption, and potential financial losses.

- Duty of care: The directive requires entities to conduct their own risk assessment. Based on this, they
must take appropriate measures to ensure the continuity of their services and safeguard the security of
the information used. Measures for managing cyber and security risks include, for example: risk
analyses, incident handling, business continuity, supply chain security, security in data processing,
developing and maintaining network and information systems, establishing policies and procedures to
assess the effectiveness of cybersecurity risk management measures, basic practices in cyber hygiene
and training in cybersecurity, policies on the use of cryptography and encryption, security aspects for
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personnel, access policy and asset management, when appropriate, use of MFA or continuous
authentication solutions, secure voice, video and text communication, and secure emergency and
communication systems within the organization.

- Governance: directors must be more involved in their organization's cybersecurity. Directors must pay
attention to their level of knowledge of cybersecurity by taking training.

- Compliance with existing information security frameworks in government, including the "Baseline
Informatiebeveiliging Overheid (BIO)", that applies in the Netherlands, serves as a basis for fulfilling the
duty of care arising from NIS2. Compliance with current obligations thus forms a crucial starting point.

- For government agencies, this means that the fulfillment of the NIS2 duty of care will take place as
much as possible within the boundaries of existing frameworks. Organizations that previously did not
comply with existing information security frameworks now have the obligation to do so under NIS2.

- It's important to note that not all provisions of the NIS2 directive apply to every party. For example,
the registration obligation is very limited in application (depending on the nature of the services a party
provides), a healthcare provider does not need to register, but a DNS service provider does.

Supervision and enforcement (NL and EU)

Member States must designate their own supervisory authority. Currently, it is not known which party
will become the supervisory authority in the Netherlands. Member States must ensure that the
supervisory authority has, among other things, the ability to issue binding instructions and orders, and
to impose administrative fines. The maximum amount of these fines must be set by the Member States
at a maximum of €10 million or 2% for essential entities and a maximum of €7 million or 1.4% for
important entities of the total worldwide turnover, whichever is higher. Moreover, directors can be held
liable if they do not comply with the NIS2 directive.

Interfaces with other legislation

NIS2 has interfaces with DORA, for example. DORA serves as a supplementary measure to existing
legislation, including NIS2, with regard to financial institutions and companies providing related ICT
services.

In the context of NIS2, cybersecurity certification under the CSA can be made mandatory.

Furthermore, NIS2 has interfaces with elDAS, as elDAS stipulates that the cybersecurity regulations
imposed on trust service providers must be streamlined with the legal framework established in the
NIS2 directive. For this, trust services must take appropriate technical and organizational measures in
accordance with the NIS2 directive, such as measures against system failure, human errors, malicious
actions or natural phenomena, to manage the risks to the security of network and information systems
that those providers use to provide their services, and to report significant incidents and cyber threats
in accordance with the NIS2 directive.

NIS2 also has interfaces with the CER directive, which focuses on protecting organizations against
physical threats, such as the consequences of (terrorist) crimes, sabotage and natural disasters. The
NIS2 directive focuses on digital (cyber) risks for network and information systems, such as the internet
and payment systems. Together, they serve to strengthen the physical, digital and economic resilience of
European Member States against these threats.




~J

Source
Name https://eur-lex.europa.eu/legal-
Al Act content/EN/TXT/?uri=celex:52021PC0206

Artificial Intelligence Act (Regulation)

Target group

Providers who place Al systems on the market or put them into service in the EU and providers of Al
systems located outside the EU when the output of the Al system is used in the EU. In addition,
distributors, importers, users and possibly third parties dealing with Al systems.

Applicable from

The Al Act will come into effect in August 2024. In February 2025, the rules will apply to Al systems that
pose an unacceptable risk. In May 2025, the deadline for providers of general-purpose Al to establish
their codes of conduct will be reached.

The general application of the Al Act will begin in August 2026, with high-risk Al systems, as listed in
Annex |, still being exempt. Starting in August 2027, the rules will also apply to these high-risk Al
systems. Finally, from December 31, 2030, the Al Act will apply to certain large legacy IT systems of
European and national governments.

Impact

All use of Al falls under the Al Act. The regulation follows a risk-based approach and imposes obligations
on providers and users depending on the risk level that an Al system entails. The Al Act applies to all
sectors and is not limited to a specific industry. In broad terms, a distinction is made between Al
systems with:

- Unacceptable Risks: If an Al system acts contrary to European fundamental norms and values, it
cannot be deployed in the European market. An example of this is predictive policing; using Al to predict
if someone will exhibit criminal behavior. However, there is some allowance for biometric surveillance
under strict conditions.

- High Risks: Al systems that pose a high risk to health, safety, fundamental rights, or the environment
are allowed only if they meet stringent requirements. For instance, the source of the data used to train
the Al must be clear, human oversight is required, and technical documentation must be in order.
Handling insurance claims, certain medical devices, and algorithms that evaluate job applicants are
examples of high-risk Al.

- Low Risks: Al systems that do not fall under the previous categories can enter the European market
without much trouble. However, the Al must be transparent, ensuring that no one mistakes it for a
human, and the Al cannot make decisions.

- Specific Transparency Risk: General Al models and foundation models such as GPT and Bard.

Al systems with unacceptable risks are prohibited. Most obligations apply to high-risk Al systems, which
include:

- Fundamental Rights Impact Assessment: Structured assessment of risks related to safety, privacy,
discrimination, fair access to healthcare, education, and essential services must be conducted in
advance.

- Risk Management System: Identifying, evaluating, managing, and mitigating potential risks.

- Data Management System: Use of unbiased, qualitative, and representative datasets is required.

- Technical Documentation: Users must clearly understand how to use the Al system.

- Transparency: Users must understand how the Al system works. This includes a logging requirement to
trace and verify actions.

10
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- Human Oversight: Human supervision is required during the Al system's operation.

-Conformity Assessment: A specific conformity assessment procedure tailored to the unique
characteristics and risks of Al systems, differing from the current CE marking system for other products,
is required.

Obligations for Low-Risk Al Systems

Low-risk Al systems will be subject to transparency obligations, among other things.

The aforementioned obligations are not the responsibility of a single party; the Al Act defines different
roles, each with its own responsibilities.

Supervision and enforcement (NL and EU)

The Al Act requires that a national supervisory authority be designated by each Member State, which
cooperates with national competent authorities to ensure that the Al Act is complied with. This national
supervisory authority is part of the European Al Board (EAIB).

Currently, it is not yet known which party will become the Dutch supervisory authority for compliance
with the Al Act. This will probably be announced within 3 months after entry into force.

A national supervisory authority can demand access to all documentation, source code and model
parameters, give binding instructions on adjusted use, order cessation if the Al proves to be too risky
after all. Moreover, Member States must also establish fines within the limits set in the Al Act. That is
€35 million or for companies 7% of worldwide group turnover for the use of prohibited Al, €15 million
or for companies 3% of worldwide group turnover for other violations

€7.5 million or for companies 1.5% of worldwide group turnover for providing incorrect information
about risk status or for transparency requirements.

Lower ceilings will apply for SMEs and startups.

Interfaces with other legislation

Where the AR aims to protect consumers against damage caused by a defective product (including
digital services), the AILD supplements the AR by specifically easing the burden of proof for consumers
who have suffered damage from an Al system. The AILD in t+G5urn complements the Al Act. By offering
consumers a possibility to recover damages caused by, for example, an Al system that has caused
unacceptable risks and has not been removed from the European market.

11
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Source
Name https://eur-lex.europa.eu/legal-
AR (Aansprakelijkheidsrichtlijn) content/EN/TXT/?uri=CELEX%3A52022PC0495

Product Liability Directive (Directive)

Target group

Manufacturers (and their importers and/or representatives) of products, including developers (and their
importers and/or representatives) of digital manufacturing and software (with the exception of open
source software developers).

Applicable from

The European Parliament formally ratified the new legislation in March 2024. The directive now also
needs to be formally approved by the Council. The new product liability directive has therefore not yet
been definitively adopted at the time of writing. It is unclear when it will enter into force.

Impact

The new product liability directive includes several important changes to ensure better protection of
consumers and to promote equal regulation within the EU.

The definition of a product is expanded to include software, artificial intelligence and digital services
such as robots, drones and smart home systems. However, open source or free software falls outside
these rules due to their reliance on user improvements, which means developers cannot be held liable.
One of the most important changes is that the burden of proof for victims in complex cases is eased,
making it easier to obtain compensation. In addition, manufacturers can now be obliged to disclose
evidence in case of defective products.

The revised directive also provides for compensation for medically recognized psychological harm and
for the destruction or irreversible damage of data. Furthermore, the directive establishes that there
must always be liability within the EU for damage caused by a defective product, even if it is
manufactured outside the EU. This can make the manufacturer's authorized representative or,
ultimately, the fulfillment service provider (a company that typically provides storage, packaging and
shipping services) liable. If there is no liable company, consumers can still get compensation through
national schemes.

All'in all, the directive aims to establish consistent regulations for all Member States, with the goal of
promoting a well-functioning digital and circular economy and helping victims of damaged or defective
products obtain fair compensation.

Supervision and enforcement (NL and EU)
No supervisory authority is appointed for this regulation. This legislation can be used in a civil lawsuit to
presume causality, thereby easing the burden of proof for victims.

12
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Interfaces with other legislation

Where the AR aims to protect consumers against damage caused by a defective product (including
digital services), the AILD supplements the AR by specifically easing the burden of proof for consumers
who have suffered damage from an Al system. The AILD in t+G5urn complements the Al Act. By offering
consumers a possibility to recover damages caused by, for example, an Al system that has caused
unacceptable risks and has not been removed from the European market.

13
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Source
Name https://eur-lex.europa.eu/legal-
AlILD content/EN/TXT/?uri=CELEX:52022PC0496

Artificial Intelligence Liability Directive
(Directive)

Target group

Providers who place Al systems on the market or put them into service in the EU and providers of Al
systems located outside the EU when the output of the Al system is used in the EU. In addition,
distributors, importers, users and possibly third parties dealing with Al systems.

Applicable from

The AILD has not yet been definitively adopted at the time of writing. Once the AILD is adopted,
Member States are expected to have 2 years to align their national laws and regulations with the
directive.

Impact

The AILD contains a general framework for non-contractual liability for damage caused by Al systems.
The AILD aims to ensure that persons who suffer damage from Al systems enjoy the same level of
protection as persons who suffer damage from other technologies in the EU. The Al liability directive
would create a (rebuttable) presumption of causality to ease the burden of proof for victims in
demonstrating damage caused by an Al system. Moreover, it would give national courts the power to
order disclosure of evidence about presumably harmful Al systems.

Supervision and enforcement (NL and EU)

No supervisory authority is appointed for this regulation. This legislation can be used in a civil lawsuit to

presume causality, thereby easing the burden of proof for victims.

Interfaces with other legislation
Where the AR aims to protect consumers against damage caused by a defective product (including
digital services), the AILD supplements the AR by specifically easing the burden of proof for consumers

who have suffered damage from an Al system. The AILD in t+G5urn complements the Al Act. By offering

consumers a possibility to recover damages caused by, for example, an Al system that has caused
unacceptable risks and has not been removed from the European market.

14
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Source
Name https://eur-lex.europa.eu/legal-
CRA content/EN/TXT/?uri=celex:52022PC0454

Cyber Resilience Act (Regulation)

Target group
Manufacturers, importers and distributors of products with digital elements that are connected to other
devices or a network.

Applicable from

On March 12, 2024, the European Parliament approved the CRA. The CRA must now be formally
adopted by the European Council to enter into force. The text must still be formally adopted by the
Council before it can take effect.

After entry into force, manufacturers, importers and distributors of products with digital elements have
36 months to adapt to the new requirements. However, the obligation for manufacturers to report
incidents and vulnerabilities will take effect 21 months after the entry into force.

Impact

The CRA ensures that digital products, including all hardware (of which certain software is a part),
software and components, meet essential cybersecurity requirements before they are placed on the
European market.

The CRA imposes strict requirements before they can be marketed. These requirements include:
-Products must be safely designed, developed, and produced (secure-by-design).

-They must not have known exploitable vulnerabilities.

-Default configurations must be secure (secure-by-default).

-Automatic updates must be enabled by default.

-Products must offer strong authentication and authorization, and data must be well protected, for
example, through encryption.

-Sensitive data must be minimized, and availability must be ensured, even against DDoS attacks.
Essential security requirements for handling vulnerabilities:

-Manufacturers must identify and document vulnerabilities.

-Vulnerabilities must be addressed immediately with free security updates throughout the product's
lifecycle.

-Security must be regularly tested and assessed.

-Vulnerabilities must be publicly disclosed after the availability of a security update.

-Manufacturers must establish policies for coordinated vulnerability disclosure and provide a secure
update mechanism.

Reporting obligation:

-Vulnerabilities and security incidents must be actively reported.

-In the event of an incident, an early warning must be given within 24 hours, and a full report of the
incident within 72 hours.

Product lifecycle:

-Suppliers must establish and proactively communicate the support period of products at the time of
sale, for both digital and physical products.

-Regulators will track and communicate the average expected lifespan of products at an aggregated
level.
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Digital products that meet these requirements may use the CE marking to offer them in the internal
market. In most cases, parties can self-assess whether they meet the requirements. However, for a
select group of critical products, an assessment by an external party is required. The specific list of these
critical products is still under final negotiation and cannot yet be provided (refer to Annex 3, Class 2).

Supervision and enforcement (NL and EU)

The CRA provides supervisory authorities with powers to impose fines. At this moment, it is not yet
known which party will become the supervisory authority in the Netherlands. Non-compliance with
crucial obligations regarding cybersecurity can result in fines of up to € 15 million or 2.5% of annual
turnover, whichever is higher. For other violations within the CRA, administrative fines of up to € 10
million or 2% of global annual turnover are possible, if that amount is higher. Providing incorrect
information to market surveillance authorities can lead to a fine of € 5 million or 1% of global annual
turnover in the previous tax year, whichever is higher. Member States have the freedom to impose
additional sanctions for non-compliance with the CRA, provided these are proportionate and effective,
but they must notify these rules to the European Commission. Market surveillance authorities can
prohibit or restrict products if manufacturers, importers, distributors or other responsible companies do
not meet the requirements. The European Commission also has the authority to take measures for
products with digital components that pose a significant security risk, including recalling or withdrawing
these products from the market within a reasonable timeframe.

Interfaces with other legislation
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Source
Name http://data.europa.eu/eli/dir/2022/2557/0j
CER
Critical Entities Resilience Directive
(Directive)

Target group

The requirements apply exclusively to institutions designated by the government as critical entities. An
entity is considered critical when it provides essential services within the sectors of digital infrastructure
(including telecom providers, top-level domain name registers and cloud providers), banking, energy,
transport, financial market infrastructure, health, drinking water or wastewater management, public
administration, space or the production, processing and distribution of food. Previously designated as
'vital providers' within these sectors will also be recognized as critical entities.

Applicable from

The CER Directive entered into force on January 16, 2023. Member States have 21 months to transpose
the directive into national legislation. The deadline for integrating the CER Directive into the Dutch legal
system thus expires on October 17, 2024. Organizations are obliged to comply with the requirements
within 10 months after their designation as a critical entity.

Impact

The CER Directive is designed to make critical organizations more resilient against physical threats such
as terrorist attacks, disasters and climate change. This directive establishes various resilience measures
and requires that serious incidents be reported within 24 hours. Organizations can use government-
provided risk assessments to determine the appropriate resilience measures. Non-compliance with the
implemented CER Directive will be penalized.

The CER Directive imposes a number of essential obligations, including:

- Duty of care - Companies must conduct their own risk assessment and based on that, take measures to
ensure the continuity of their services and protect their information against physical threats.

- Reporting obligation - Companies must report incidents that can significantly disrupt essential services
to the supervisory authority within 24 hours. In case of a cyber incident, this must also be reported to
the Computer Security Incident Response Team (CSIRT), which can then provide help and assistance.
Whether an incident falls under the reporting obligation depends on various factors such as the number
of affected persons, the duration of the disruption and potential financial losses.

- Supervision - Organizations falling under the CER Directive are placed under supervision to check
whether they comply with the obligations of the directive, such as the duty of care and reporting
obligation.

Supervision and enforcement (NL and EU)

The CER Directive is being transposed into Dutch law and regulations, including the Critical Entities
Resilience Act, a general administrative order and a ministerial regulation. In the ministerial regulation,
the Ministry of Health, Welfare and Sport will include criteria based on which organizations in
healthcare will be designated as critical entities. This process will take place in 2025.

Organizations that are designated as critical entities will receive written notification from the Ministry of
Health, Welfare and Sport and have 10 months to comply with the obligations. The law provides the
possibility to hold directors of these entities liable, with possible joint and several liability in extreme
cases.
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In addition, the Netherlands must establish rules for imposing sanctions. At this moment, it is being
determined which sectors fall under the supervision of which supervisory authority.

In case of violation of the duty of care or reporting obligation, the supervisory authority can impose a
fine of up to 10,000,000 euros or 2% of global annual turnover, whichever is higher. For other violations,
a maximum fine of 1 million euros applies.

Interfaces with other legislation
This directive complements the NIS2 Directive, which is aimed at strengthening digital resilience.
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Source
Name http://data.europa.eu/eli/reg/2022/868/0j
DGA

Data Governance Act (Regulation)

Target group
Public bodies, providers of data intermediation services, data altruism organizations.

Applicable from
The DGA has been applicable since September 24, 2023. Providers of data intermediation services have
until September 24, 2025 to comply with their obligations under the DGA.

Impact

The DGA introduces new rules for data intermediation services that focus on sharing data between data
holders and data users. Providers of these services must, among other things, comply with security and
interoperability requirements. In addition, the DGA contains a framework for data altruism: the
processing of data for the public interest. Organizations engaged in this must comply with requirements
to protect the privacy and other interests of individuals and companies that make data available. The
DGA also contains additional rules to improve the availability of government information.

Supervision and enforcement (NL and EU)

The Authority for Consumers and Markets (ACM) will be the supervisory authority for compliance with
the DGA in the Netherlands. Data intermediation services will also have to register with them.
Companies, organizations and institutions that are involved in processing data must register with the
intended supervisory authority ACM if they want to continue offering their services in the EU. They can
already do a pre-registration with the ACM. This can be done via this website:
https://www.acm.nl/nl/online-platforms/datadiensten.

Interfaces with other legislation

The DA and the Data Governance Act (DGA) reinforce each other to facilitate reliable and secure access
to data and promote its use in important economic sectors and areas of public interest. The DGA
regulates processes and structures for voluntary data sharing, while the DA determines who can create
value from data and under what conditions. Together, these two legislations will help create an internal
EU market for data.

The relationship between the General Data Protection Regulation (GDPR), the Data Governance Act
(DGA) and the Data Act (DA) revolves around data regulation. Because all three legislations deal with
data, there can be overlap between them. The GDPR specifically applies to personal data, meaning that
data that cannot be directly or indirectly linked to individuals falls outside its scope. The DGA and DA
are broader and include all types of data. They use wider definitions of 'data’, including personal data.
For example, the DGA regulates the reuse of non-publicly accessible government data, which may
include trade secrets, intellectual property rights and personal data. The DA applies to both personal
and non-personal data.
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Although all three regulations include personal data, the question arises which one takes precedence in
case of a conflict between them. Both the DGA and DA state that the GDPR prevails in case of
inconsistencies.
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Source
Name https://eur-lex.europa.eu/legal-
DA content/EN/TXT/?uri=COM:2022:68:FIN

Data Act (Regulation)

Target group
Providers of data processing services. This includes providers of cloud and edge services.

Applicable from
The DA entered into force on January 11, 2024. Companies have time to prepare, as the DA will become
applicable from September 2025.

Impact

The DA must provide a uniform framework for the use and sharing of data throughout the EU. This is
achieved by optimizing accessibility and use, and stimulating a competitive and reliable European cloud
market. Additional explanation follows:

- The DA imposes specific rules on companies that collect data or sell smart devices. The emphasis is on
transparency, access to data, the possibility to switch between cloud services, the government's
authority to demand data, and provisions in contracts.

- A crucial aspect of the DA is the obligation for manufacturers and sellers to provide transparency to
consumers. Products and services should be designed so that generated data is easily and safely
accessible by default. Consumers have the right to obtain this data free of charge and can choose to
share it with third parties, with restrictions to prevent misuse.

- In addition, the Data Act focuses on facilitating the switch between cloud services, with large providers
such as Google and Apple having to ensure functional equivalence. Although a fee is allowed in the first
three years, switching should be free thereafter.

- In special situations, the government can demand data, with clear criteria for emergency situations or
tasks of general interest (see chapter 5).

- The DA also affects contractual provisions, imposing obligations regarding switching to other services
and prohibiting clauses that are contrary to good trading practices.

- Regarding interoperability requirements, the DA requires operators of data spaces to be compatible
with other data spaces, including descriptions of data structures, formats and technical access.

Supervision and enforcement (NL and EU)

Each country within the EU must designate one or more authorities responsible for implementing and
enforcing this regulation. They can choose to designate existing authorities or establish new authorities.
The Authority for Consumers & Markets (ACM) and the Dutch Data Protection Authority (AP) have been
designated as national supervisory authorities.

The supervisory authorities can impose fines for violations of this regulation up to €20,000,000 or 4% of
the total worldwide annual turnover in the previous financial year.

Specifically for violations related to making data available to government authorities and EU institutions,
agencies or bodies due to exceptional necessity, the supervisory authority can impose fines of up to
€50,000 per infringement and a maximum of €500,000 per year. Furthermore, Member States can
establish additional rules for the penalties that apply to violations of this regulation and take all
required measures to ensure that these penalties are enforced.
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Interfaces with other legislation

The DA and the Data Governance Act (DGA) reinforce each other to facilitate reliable and secure access
to data and promote its use in important economic sectors and areas of public interest. The DGA
regulates processes and structures for voluntary data sharing, while the DA determines who can create
value from data and under what conditions. Together, these two legislations will help create an internal
EU market for data.

The relationship between the General Data Protection Regulation (GDPR), the Data Governance Act
(DGA) and the Data Act (DA) revolves around data regulation. Because all three legislations deal with
data, there can be overlap between them. The GDPR specifically applies to personal data, meaning that
data that cannot be directly or indirectly linked to individuals falls outside its scope. The DGA and DA
are broader and include all types of data. They use wider definitions of 'data’, including personal data.
For example, the DGA regulates the reuse of non-publicly accessible government data, which may
include trade secrets, intellectual property rights and personal data. The DA applies to both personal
and non-personal data.

Although all three regulations include personal data, the question arises which one takes precedence in
case of a conflict between them. Both the DGA and DA state that the GDPR prevails in case of
inconsistencies.
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Source
Name http://data.europa.eu/eli/reg/2016/679/0j
GDPR

General Data Protection Regulation
(Regulation)

Target group
Organizations located inside or outside the EU that process personal data of individuals within the EU.

Applicable from
The Dutch implementation of the GDPR is the General Data Protection Regulation (AVG). The AVG
entered into force on May 25, 2018.

Impact

The GDPR/AVG is a European law that protects the privacy of individuals by establishing rules for the
processing of personal data. The AVG formulates the principles for the processing of personal data,
namely:

- Lawfulness, fairness and transparency: Personal data must be processed in a lawful, fair and
transparent manner. This means that the processing must be based on a valid legal basis, must be fair to
the data subjects and that they must be aware of how their data is being processed.

- Purpose limitation: Personal data may only be collected and processed for specific, explicit and
legitimate purposes. They may not be further processed in a way that is incompatible with these
purposes.

- Data minimization: The processing of personal data must be limited to what is necessary for the
purposes for which they are processed. Organizations must strive to collect only the data that is strictly
necessary.

- Accuracy: Personal data must be accurate and up to date. Appropriate measures must be taken to
ensure that inaccurate data is corrected or deleted as quickly as possible.

- Storage limitation: Data may not be kept longer than necessary for the purposes for which they are
processed. Organizations must have a policy for the retention periods of personal data.

- Integrity and confidentiality: Personal data must be processed in a manner that ensures adequate
security. This includes protection against unauthorized access, loss, destruction or damage.

The AVG imposes obligations on organizations that process such data and determines the rights of data
subjects regarding their personal data. If one party is going to process personal data on behalf of the
other party, it is important to clarify the role division between parties and, depending on this, to
conclude an agreement, such as a data processing agreement.

Link to the AP website for more information: https://www.autoriteitpersoonsgegevens.nl/
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Supervision and enforcement (NL and EU)

In the Netherlands, the supervisory authority is the Dutch Data Protection Authority (AP). The AP is
authorized to impose sanctions if an organization violates privacy legislation. The main sanctions are the
fine, the order subject to a penalty, the processing ban, the reprimand and the warning. A fine is a
maximum of 20 million euros or 4% of global annual turnover. In Europe, the EDPS is the supervisory
authority that ensures that European institutions themselves comply with data protection rules and
handles complaints about this.

Interfaces with other legislation

The DA and the Data Governance Act (DGA) reinforce each other to facilitate reliable and secure access
to data and promote its use in important economic sectors and areas of public interest. The DGA
regulates processes and structures for voluntary data sharing, while the DA determines who can create
value from data and under what conditions. Together, these two legislations will help create an internal
EU market for data.

The relationship between the General Data Protection Regulation (GDPR), the Data Governance Act
(DGA) and the Data Act (DA) revolves around data regulation. Because all three legislations deal with
data, there can be overlap between them. The GDPR specifically applies to personal data, meaning that
data that cannot be directly or indirectly linked to individuals falls outside its scope. The DGA and DA
are broader and include all types of data. They use wider definitions of 'data’, including personal data.
For example, the DGA regulates the reuse of non-publicly accessible government data, which may
include trade secrets, intellectual property rights and personal data. The DA applies to both personal
and non-personal data.

Although all three regulations include personal data, the question arises which one takes precedence in
case of a conflict between them. Both the DGA and DA state that the GDPR prevails in case of
inconsistencies.
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Source
Name http://data.europa.eu/eli/reg/2021/784/0j
TOI-Vo (Verordening inzake het tegen-

gaan van de verspreiding van terroristi-
sche online-inhoud)

EU Regulation on addressing the
dissemination of terrorist content online
(2021/784) (Regulation)

Target group
Providers of hosting services in the EU, regardless of whether they have their main establishment in the
EU Member States.

Applicable from

On June 7, 2022, the (EU) 2021/784 entered into force. This regulation has been implemented in the
Netherlands in the "Implementation Act regulation on terrorist content online". The implementation
has been in effect since September 1, 2023.

Impact

"Terrorist content" means material that incites or solicits the commission of, or contribution to the
commission of, terrorist offences, that encourages participation in activities of a terrorist group, or that
glorifies terrorist activities, including material depicting a terrorist attack. The definition should also
include material that provides instructions for making or using explosives, firearms or other weapons or
harmful or dangerous substances, as well as chemical, biological, radiological and nuclear substances
(CBRN substances), or for other specific methods or techniques, including the selection of targets, for
committing or contributing to the commission of terrorist offences. Such material includes text, images,
sound recordings and videos, as well as the live streaming of terrorist offences, thereby creating the risk
that more such offences may be committed. In assessing whether material constitutes terrorist content
within the meaning of this Regulation, competent authorities and hosting service providers should take
into account factors such as the nature and wording of statements, the context in which the statements
were made and their potential to lead to harmful consequences for the safety and security of persons.
Hosting service providers exposed to terrorist content must include provisions in their terms and
conditions - if they have them - to prevent the misuse of their services for the dissemination of terrorist
content. They must apply those provisions in a diligent, transparent, proportionate and non-
discriminatory manner. The hosting service provider must report to the competent authority on the
specific measures so that the competent authority can assess whether the measures are effective and
proportionate and whether, if automated means are used, the hosting service provider has the
necessary capacities for human oversight and verification.

Hosting service providers are obliged to remove terrorist content identified in the removal order or
disable access to it in all Member States within one hour of receiving the removal order.
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Supervision and enforcement (NL and EU)

The Authority for Online Terrorist and Child Pornographic Material (AOTKM) can issue removal orders,
assess these orders, oversee specific measures and impose sanctions. This AOTKM can exchange data
and coordinate and cooperate mutually, and where appropriate with Europol. The financial sanctions
imposed, such as a penalty payment, can amount to up to 4% of the global turnover of the hosting
service provider in the preceding financial year.

Interfaces with other legislation

Both regulations (TOI-Vo and SMK-Vo) stipulate that hosting service providers must remove specific
unwanted content at the request of a law enforcement authority within a certain (relatively short)
period of time.
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Source
Name http://data.europa.eu/eli/reg/2021/1232/0j
SMK-Vo —

(Verordening ter voorkoming en bestrij-
ding van seksueel misbruik van kin-
deren)

Regulation on preventing and
combating child sexual abuse
(Regulation)

Target group
Providers of hosting services and providers of publicly available interpersonal communications services

Applicable from
The regulation has not yet entered into force. It is unclear when this will happen.

Impact

Providers of hosting services and providers of interpersonal communications services identify, analyze
and assess for each such service they offer the risk that the service is used for online child sexual abuse.
The term "child sexual abuse" should refer not only to the distribution of material previously identified
and confirmed to be child sexual abuse material ("known" material), but also to previously unidentified
material that is likely to be child sexual abuse material but has not yet been confirmed as such ("new"
material), as well as activities amounting to the solicitation of children ("grooming").

Hosting service providers must conduct a risk assessment, implement risk mitigation measures, and the
law enforcement authority may require the hosting service provider to take measures (such as installing
new technologies) to detect sexual abuse. Furthermore, the provider has a reporting obligation, and a
duty to remove the content as soon as possible and in any case within 24 hours after a request from the
law enforcement authority.

By establishing a European Centre for the prevention and combating of child sexual abuse ("the EU
Centre"), the proposal also aims to help providers reduce their responsibilities. In particular, the EU
Centre will set up, maintain and manage databases with indicators of online child sexual abuse, which
must be used by providers to comply with their detection obligations.

Supervision and enforcement (NL and EU)

The EU Centre will work closely with the coordinating authority. At this moment, it is not known who
will be the coordinating authority in the Netherlands. It is expected that this will be the Authority for
Online Terrorist and Child Pornographic Material (AOTKM).

The coordinating authority can issue removal orders, oversee specific measures and impose sanctions.
Sanctions for providing incorrect, incomplete or misleading information, for failing to respond, failing to
rectify incorrect, incomplete or misleading information or refusing to submit to an on-site inspection,
shall not exceed 1% of the provider's annual income or total turnover.

Other financial sanctions can amount to up to 6% of the global turnover of the hosting service provider.
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Interfaces with other legislation
Both regulations (TOI-Vo and SMK-Vo) stipulate that hosting service providers must remove specific
unwanted content at the request of a law enforcement authority within a certain (relatively short)

period of time.
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Source
Name http://data.europa.eu/eli/reg/2022/2554/0j
DORA

Digital Operational Resilience Act
(Regulation)

Target group

Financial institutions and companies that provide ICT services to these financial institutions. This
includes, among others, banks, insurance companies, trading platforms, investment institutions and
service providers in the field of crypto-assets. Moreover, DORA applies to ICT providers that provide
services to financial companies, as well as to (ICT) companies that provide financial services themselves.

Applicable from
DORA entered into force on January 17, 2023 and applies from January 17, 2025.

Impact

DORA is a European regulation that aims to strengthen the financial sector in the EU, make it more
resilient and manage IT risks more effectively against growing cyber threats, such as cyberattacks and
data breaches.

Although the DORA regulation allows for delegated acts, i.e., further regulation in this area, the main
lines are laid down in detail. DORA includes, among other things, the following content:

- Revised organization and governance: within the framework of DORA, specific governance and
organizational requirements must be met with regard to monitoring ICT risks.

- Implementation of an ICT risk management framework: financial entities are required to implement an
ICT risk management framework as part of their overall risk management system.

- ICT incident reporting: a specific procedure must be introduced for reporting incidents related to ICT.
- Digital operational resilience strategy: measures must be taken to prevent cyber incidents, detect
them, limit the damage and ensure rapid recovery.

- Oversight of ICT risk management by third parties: in accordance with DORA, financial entities are
responsible for the ICT risks of third parties, whereby they must define these risks and monitor them
closely.

Supervision and enforcement (NL and EU)

The European Supervisory Authorities (ESAs) can, together with relevant authorities, the ECB and the
ESRB, introduce mechanisms to promote the sharing of practices between financial sectors and address
cyber vulnerabilities. The ESAs should elaborate the requirements that must be met. This is done,
among other things, through Regulatory Technical Standards (RTSs) and Joint Guidelines. A total of 10 of
these standards have been issued in two groups for public consultation, and recently the first 4 have
been finalized. The link to these first 4 documents is: https://www.eiopa.europa.eu/publications/set-
rules-under-dora-ict-and-third-party-risk-management-and-incident-classification_en

The ESAs can also develop crisis exercises for a coordinated EU response to serious cyberattacks. In
addition, the ESAs work closely together to coordinate supervision, promote good practices and address
regulatory breaches.

In the Netherlands, De Nederlandsche Bank has been made responsible for supervision. Various
measures, including fines, temporary suspension of services and withdrawal of licenses, can be applied
as sanctions. The fines for individual institutions can amount to 1 percent of their global turnover.
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Interfaces with other legislation
DORA acts as a supplementary measure to existing legislation, including NIS2 and GDPR, with regard to
financial institutions and companies providing related ICT services.
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Source
Name https://eur-lex.europa.eu/legal-
CSA (EU) 2023/0109 content/EN/TXT/?uri=celex%3A52023PC0209

Cyber Solidarity Act (Regulation)

Target group

Entities active in highly critical sectors (healthcare, transport, energy, etc.) may be subject to so-called
‘coordinated preparedness tests'. In addition, it is possible to participate in the EU Cybersecurity
Reserve.

Applicable from

The CSA (EU) 2023/0109 was approved by Parliament on April 24, 2024. The text still needs to be
formally adopted by the Council before it can enter into force. At this moment, it is still unclear when
this will happen.

Impact

The purpose of this regulation is to strengthen the capacity within the EU to detect, prepare for and
respond to significant and large-scale cyber threats and attacks. The proposal includes the
establishment of a European cybersecurity shield, consisting of interconnected operational security
centers across the EU, and a comprehensive cybersecurity emergency mechanism to improve the EU's
cyber resilience. The European cyber shield will be built from Security Operations Centers (SOCs) spread
across the EU, grouped in various multi-country SOC platforms, funded with support from the Digital
Europe Program (DEP) alongside national funding. The Cyber Shield will be responsible for improving
the detection, analysis and response to cyber threats. These SOCs will deploy advanced technologies
such as artificial intelligence (Al) and data analysis to detect and share warnings of such threats with
authorities across borders. The cyber emergency mechanism aims to improve preparedness and
response to cyber incidents through three main actions:

-Testing critical sectors (such as healthcare, transport and energy) for possible weaknesses in their
cybersecurity, based on a common risk assessment at EU level.

-The establishment of an EU cybersecurity reserve, consisting of incident response services from private
service providers, which can be deployed at the request of Member States or EU institutions to address
significant or large-scale cybersecurity incidents.

-Providing mutual assistance between Member States to support each other in addressing cybersecurity
incidents.

The proposed regulation also includes the establishment of a mechanism for the evaluation of
cybersecurity incidents, with the aim of assessing and evaluating specific incidents. At the request of the
Commission or national authorities (the EU-CyCLONe network or the CSIRT network), ENISA will be
responsible for assessing specific significant or large-scale cybersecurity incidents with regard to
cybersecurity. ENISA must prepare a report with lessons and, where applicable, recommendations for
improving the EU's cyber response.
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Supervision and enforcement (NL and EU)
n/a

Interfaces with other legislation

The CSA (EU) 2023/0109 complements and supports structures under other cybersecurity instruments,
such as the NIS2 Directive or CSA (EU) 2019/881. This complementation and support consists of taking
effective measures and cooperating loyally, efficiently, solidarily and in coordination with each other, the
Commission and other relevant public authorities as well as the entities concerned to make critical
infrastructure used to provide essential services in the internal market more resilient.
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Source
Name http://data.europa.eu/eli/reg/2019/881/0j
CSA (EU) 2019/881

Cybersecurity Act (Regulation)

Target group

The CSA primarily applies to all ICT products, ICT services and ICT processes, and their manufacturers or
providers, as relevant. An ICT product refers to an "element or a group of elements of a network or
information system", such as loT hardware or software package. An ICT service is a "service consisting
fully or mainly in the transmission, storing, retrieving or processing of information by means of network
and information systems". An ICT process is described as a "set of activities performed to design,
develop, deliver or maintain an ICT product or ICT service".

Applicable from
The CSA (EU) 2019/881 entered into force on June 27, 2019. Most rules have been applicable from June
28, 2021. By now, all rules are applicable.

Impact

The CSA's main objective is to improve cybersecurity in Europe by establishing technical requirements,
standards and procedures for ICT products, services and processes. Manufacturers and providers
initially have the option to voluntarily opt for cybersecurity certification or an EU declaration of
conformity. However, other EU legislation, such as the NIS2 Directive, may mandate certification under
the Cybersecurity Act.

The CSA defines three possible assurance levels, depending on the likelihood and impact of an incident
related to an ICT product, service or process during its intended use. These levels are intended to
indicate how well a product, service or process should be protected against cyberattacks, with higher
levels providing more protection.

In addition to establishing these certification schemes, the CSA also strengthens the mandate of ENISA,
the European Union Agency for Cybersecurity. ENISA gets an important role as the European
cybersecurity agency and will develop certification schemes on behalf of the European Commission.
These schemes, also called certification schemes, are transferred to the European Commission, which
then converts them into European regulations.

Infringements of European cybersecurity certification schemes are sanctioned under national law. This
ensures an adequate legal framework to ensure compliance and punish any violations, thereby
strengthening the effectiveness of the certification schemes and improving cybersecurity in Europe.
Link to ENISA: https://www.enisa.europa.eu/topics/certification/?tab=details

Supervision and enforcement (NL and EU)

The CSA requires each EU Member State to designate at least one National Cybersecurity Certification
Authority (NCCA). In the Netherlands, the role of NCCA is fulfilled by the National Inspectorate for
Digital Infrastructure, which is part of the Ministry of Economic Affairs and Climate. In the Netherlands,
the EU Cybersecurity Act has been implemented through the Cybersecurity Act Implementation Act,
which includes additional provisions for the 'high' assurance level and enforcement. Violations can lead
to measures by the Minister, fines, penalty payments or withdrawal of certification.
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Interfaces with other legislation

The certification schemes designed by ENISA are based on designs prepared in close cooperation with
experts from industry and Member States, after technical and legal discussions, as well as a public
consultation. The schemes will complement the Cyber Resilience Act which introduces binding
cybersecurity requirements for all hardware and software products in the EU. This important step
contributes to promoting Europe's global digital leadership.

Certification in accordance with the CSA schemes is voluntary, but may be made mandatory under NIS2.
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Source
Name http://data.europa.eu/eli/dir/2022/2464/0j
CSRD

Corporate Sustainability Reporting
Directive (Directive)

Target group

The CSRD regulation applies to different categories of companies, namely (a) large companies and large
groups, (b) medium-sized or small listed companies, and (c) certain non-EU companies.

(a) A large company according to the CSRD is briefly defined as a company that meets at least two of the
following three criteria on two consecutive balance sheet dates:

A balance sheet total of more than € 20,000,000;

A net turnover of more than € 40,000,000; and/or

An average workforce of more than 250 on an annual basis.

A large group includes a parent company and one or more subsidiaries over which the parent has
control, and where the group as a whole meets at least two of the three criteria mentioned above on
two consecutive balance sheet dates.

(b) Medium-sized or small listed companies under the CSRD are companies whose securities (such as
shares and bonds) are traded on a European stock exchange and which are larger than micro-
enterprises. Micro-enterprises meet at least two of the following three criteria:

A balance sheet total equal to or less than € 350,000;

A net turnover equal to or less than € 700,000; and/or

An average workforce equal to or less than 10 on an annual basis.

(c) The CSRD rules apply to companies established under or governed by the law of an EU member
state. An attempt has been made to also (indirectly) include companies established under or governed
by the law of a non-EU member state under the CSRD under certain circumstances. This applies if there
is a subsidiary or branch within the EU and/or specific turnover requirements are met.

Companies from third countries with significant activities on EU territory are required to publish a
sustainability report, either directly or through their EU subsidiary or branch, particularly on the effects
of their activities on social and environmental issues. Although there are some exemptions for the
content of the sustainability report, such companies from third countries are thus also held accountable
for their impact on people and the environment.

Applicable from

Entered into force on January 5, 2023. Applicable to large public-interest organizations (banks, insurers,
listed companies) for financial years starting on or after: January 1, 2024.

Applicable to large companies and groups for financial years starting on or after: January 1, 2025.
Applicable to medium-sized or small listed companies and groups for financial years starting on or after:
January 1, 2026.

Applicable to certain non-EU companies, medium-sized or small listed companies and groups for
financial years starting on or after: January 1, 2028.

The first sustainability report prepared in accordance with CSRD must be published in the calendar year
following the year of application.
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Impact

Companies falling within the scope of application are required to report on their sustainability
performance. Sustainability reporting is one of the cornerstones of the European Green Deal and the
Sustainable Finance Agenda and is part of a broader policy of the European Union to require companies
to respect human rights and reduce their impact on the planet. The main goal of this legislation is to
enable investors and consumers to make informed sustainable choices.

The CSRD (Corporate Sustainability Reporting Directive) specifies in detail what information must be
included in a company's report. The report must distinguish between short-, medium- and long-term
aspects. Important elements that must be described include the business model and strategy, with
attention to resilience and opportunities in the area of sustainability. Furthermore, future and
investment plans must be presented, aimed at compatibility with a sustainable economy and the Paris
Climate Agreement.

Other requirements include mentioning time-bound sustainability goals, their progress and scientific
basis. The role of governing bodies with regard to sustainability issues, their expertise and any incentive
schemes must be highlighted, along with the company's sustainability policy and applied due diligence
procedures. Negative effects of own activities and the chain must be described, including measures
taken and results. For cloud service providers, this is important due to the nature of their activities. They
consume significant amounts of energy due to the constant operation of data centers needed to
support the services, especially when (also) using artificial intelligence. Key risks related to sustainability
and control measures, as well as relevant indicators, must also be reported. Companies must also
declare how they have collected the necessary information in all these areas to comply with the CSRD.
In addition, there is a mandatory 'limited assurance', where an external audit is necessary to ensure the
reliability of the reported information. These measures are intended to encourage companies to take
responsibility for their sustainability performance while improving the awareness and decision-making
of investors and consumers.

Supervision and enforcement (NL and EU)

It is expected that the national implementation of the CSRD will take place through changes in existing
legislation, such as the Financial Supervision Act, the Audit Firms Supervision Act, the Accountancy
Profession Act, the Civil Code and the Disciplinary Rules for Accountants Act. The Dutch legislator still
needs to determine specific sanctions for violation of the obligations regarding sustainability reporting.
It is expected that in addition to financial sanctions, violating the obligations regarding sustainability
reporting will lead to reputational damage.

Interfaces with other legislation
CSRD revolves around reporting sustainability efforts, while CSRDDD focuses on actively identifying,
preventing and reducing current risks in the supply chain.
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Source
Name https://eur-lex.europa.eu/legal-
CSDDD content/EN/TXT/?uri=CELEX%3A52022PC0071

Corporate Sustainability Due Diligence
Directive (Directive)

Target group

The CSDDD applies to companies with more than 1000 employees and a global turnover of more than
EUR 450 million. The CSDDD also applies to companies with a global turnover of more than EUR 80
million that generate more than EUR 22.5 million in royalties in the EU through franchise or license
agreements, subject to a joint identity, business concept and uniform business methods.

Applicable from

The CSDDD will come into effect on July 25, 2024.

The implementation is carried out in phases with deadlines for different sizes of companies:

- More than 5000 employees and a net turnover of EUR 1,500 million must comply by July, 2027.
- More than 3000 employees and a net turnover of EUR 900 million must comply by July, 2028.

- More than 1000 employees and a net turnover of EUR 450 million must comply by July, 2029.

Impact

The proposed CSDDD (Corporate Sustainability Due Diligence Directive) requires large companies to
continuously investigate both their own business activities and those of their permanent cooperation
partners. In doing so, they must identify the effects of these activities on both the environment and
human rights.

If the business activities of the companies have negative consequences for the environment and human
rights, they are obliged to take appropriate measures to prevent, reduce and end these negative effects.
There is a high chance that this will have a major impact on cloud service providers (especially if they
develop, use or sell artificial intelligence).

Companies must annually monitor whether their own due diligence policy and the measures taken are
effective.

In addition, they must set up a complaints procedure, allowing citizens, civil society organizations and
trade unions dealing with negative effects to raise their objections.

The CSDDD includes a clause that describes in detail how companies should involve their stakeholders in
a substantial way. Essentially, this requires that stakeholders be consulted for:

-Obtaining information about possible and actual negative effects.

-Preparing a preventive or corrective action plan.

-Making decisions about terminating business relationships.

-Implementing appropriate measures.

-If applicable, developing qualitative and quantitative indicators for monitoring due diligence activities.
Finally, companies are obliged to publicly communicate about their due diligence policy and the
measures taken.

It is expected that the implementation of the CSDDD will have a significant impact on the operations of
large companies. After the entry into force, they must continuously conduct due diligence research and
take appropriate measures to prevent, reduce and end negative effects of their business operations.
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Supervision and enforcement (NL and EU)

It is currently still unclear which supervisory authority in the Netherlands will be designated for the
supervision and enforcement of the CSDDD.

The supervisory authority has the power to open an investigation on its own initiative or in response to
substantiated objections if it has sufficient information about possible infringements by a company on
national legislation resulting from a specific directive. If the authority determines that these national
provisions are not being complied with, the company concerned must take corrective measures within a
reasonable period. However, taking corrective measures does not preclude the imposition of
administrative sanctions or the arising of legal liability in case of damage. The supervisory authorities
have at least the power to demand that violations be terminated, repetition be prevented and
appropriate remedial measures be taken. They can also impose fines and take interim measures to
prevent serious and irreparable damage. When fines are imposed, they are based on the company's
turnover. The sanctions imposed must be made public.

Interfaces with other legislation
CSRD revolves around reporting sustainability efforts, while CSRDDD focuses on actively identifying,
preventing and reducing current risks in the supply chain.
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Source
Name http://data.europa.eu/eli/reg/2014/910/0j
elDAS (1.0 and 2.0) https://eur-lex.europa.eu/legal-

i T tent/EN/TXT/?uri=CELEX%3A52021PC0281
Electronic Identification and Trust content/EN/TXT/?uri 6

Services (Regulation)

Target group
Governments and trust service providers

Applicable from

elDAS 1.0 has been in effect since September 29, 2018, and at the time of writing, negotiations are
underway on amending the regulation (elDAS 2.0). eIDAS 2.0 entered into force on May 20, 2024.
Member States and the Commission have different deadlines to apply the new measures. The
Commission must establish implementing acts for technical specifications and procedures of the
European Digital Identity Wallet before November 21, 2024, and of the qualified certificates for website
authentication before May 21, 2025. Member States must make available at least one European Digital
Identity Wallet within 24 months after the date of entry into force of the implementing acts.

Impact

The current elDAS Regulation (1.0) sets uniform requirements for the assurance levels of electronic IDs.
In addition, it provides a framework for different types of electronic signatures, including simple,
advanced and qualified electronic signatures. The use of electronic signatures requires an analysis of the
required type of signature and its suitability for the intended transactions.

The European Commission is proposing a regulation to update the European digital identity framework,
through the new elDAS Regulation (2.0). The new regulation offers all EU citizens a digital identity
through a digital wallet that allows users to identify and authenticate themselves across borders online
and offline to access a wide range of public and private services.

This wallet offers an optional digital identity that gives individuals control over their personal data. It can
be used as an identification means to provide specific documents. Some examples of the use of this
wallet are: accessing a personal bank account or applying for a loan; submitting tax returns and
completing enrollments at educational institutions.

Local governments will be obliged to recognize the European digital identity once the associated
regulation comes into force. This means that they must ensure the integration of the mentioned means,
such as the digital wallet, and new trust services in their service provision, including providing the
necessary support.

Supervision and enforcement (NL and EU)

Supervision of eIDAS 1.0 is regulated in the Netherlands in the "Telecommunicatiewet". The supervisory
authority is the National Inspectorate for Digital Infrastructure, which falls under the Ministry of
Economic Affairs and Climate. It is expected that the new regulation will also fall under this.
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Interfaces with other legislation
n/a
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